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67 ABSTRACT

A dynamic memory processor for time variant pattern rec-
ognition and an input data dimensionality reduction is
provided having a multi-layer harmonic neural network and
a classifier network. The multi-layer harmonic neural pet-
work receives a fused feature vector of the pattem to be
recognized from a neural sensor and generates output vec-
tors which aid in discrimination between similar patterns.
The fused feature vector and each outpul vector are sepa-
rately provided to corresponding positional king of the
mountain (PKOM) circuits within the classifier network.
Each PKOM circuit generates a positional output vector
with only one element having a value corresponding to one,
the clement corresponding to the element of its input vector
having the highest contribution. The positional output vec-
tors are mapped into a multidimensional memory space and
read by a recognition vector array which generates a plu-
rality of recognition vectors.

21 Claims, 12 Drawing Sheets

/22 - 24
RAW PATTERN 3o /z °
NEURAL
INPUT —= ARRAY DIRECTOR /
DATA FORMER | !
1
/ 26
f - 3
]
; 32 r*
| [GRADIENT |-={ NEURAL ¢
1 PATTERN | ¢ |DIRECTOR 1i
| |PROCESSOR|—| ARRAY !
! J
28
- L
! 38 36 |
) 40
| vxcmnf FEATfURE : BOYNMC
i USION NORMALIZER | MEMORY
| | DECOUPLER F L oR
: ARRAY : PROCESS!




